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[1] The conductive and oceanic heat fluxes and the mass balance of sea ice were
investigated utilizing an ice mass balance buoy (IMB) deployed in the Arctic Ocean. After
IMB deployment, the ice thinned from 1.95 m in late August to 1.46 m by mid-October
2008. From then on, ice growth until mid-June 2009 increased the ice thickness to 3.12 m.
The ice temperature and consequently the conductive heat flux at the ice surface exhibited
persistent high-frequency variations due to diurnal and synoptic-scale atmospheric forcing.
These signals propagated downward with damped magnitude and temporal lag. The
competition of oceanic and conductive heat flux dominated the low-frequency variations of
ice growth. However, high-frequency variations in ice growth were controlled largely by
the oceanic heat flux. From mid-November 2008 to mid-June 2009, the average oceanic
heat flux along a track from 86.2�N, 115.2�W to 84.6�N, 33.9�W was 7.1 W/m2. This was
in agreement with that derived from an IMB deployed in 2005, about 1.5� to the north of
our buoy. We attributed the relatively high oceanic heat flux (10–15 W/m2) observed during
autumn and early winter to summer warming of the surface ocean. Upward mixing of warm
deep water, as observed when our buoy drifted over the shallow region of the Lomonosov
Ridge (85.4�–85.9�N, 52.2�–66.4�W), demonstrated the impact of bathymetry on the
oceanic heat flux under ice cover, and consequently on the basal ice mass balance.
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1. Introduction

[2] Arctic sea ice area and thickness have declined dra-
matically in recent years [Stroeve et al., 2012; Laxon et al.,
2013]. In September 2012, Arctic sea ice extent reached its
minimum in the satellite record post 1979. To understand
the gravity of the observed changes in Arctic sea ice, it is
important to characterize the processes that affect the phys-
ical properties of the Arctic sea ice, and to measure its cur-
rent state. In this study, we focus on the seasonal evolution
of the thermal budget of Arctic multiyear sea ice. The verti-
cal gradient of the conductive heat through sea ice, together
with the absorbed solar heat, controls the interior energy
balance. The conductive heat flux itself depends on the
atmospheric and oceanic forcing at the upper and lower

boundaries, and is influenced by the snow and sea ice thick-
nesses [Lei et al., 2010].

[3] At its base, the sea ice mass balance is a function
of the oceanic heat flux, the conductive heat flux through
the ice, and the specific heat flux due to warming or
cooling of the ice. The oceanic heat flux itself is a func-
tion of heat storage within the upper ocean and of turbu-
lent mixing in the boundary layer [McPhee, 1992].
Hence, this flux is controlled by the large-scale oceanic
circulation [Wettlaufer, 1991], the oceanic stratification
[Shaw et al., 2009], localized thermal storage from
absorption of shortwave radiation [Perovich et al., 2011],
and the friction at the ice-ocean interface [Wettlaufer,
1991]. The oceanic heat flux exhibits a strong spatiotem-
poral variability. Its seasonal change may reach one order
of magnitude. For example, the oceanic heat fluxes at the
1997–1998 SHEBA (Surface HEat Budget of the Arctic
Ocean) mass balance sites were only a few W/m2 during
winter and early spring, but increased to more than 15
W/m2 during summer [Perovich and Elder, 2002]. Signif-
icant spatial variability, in excess of 20 W/m2 over 10–
100 m horizontally, was identified northeast of Fram
Strait [Wettlaufer, 1991]. Thus, it is difficult to parame-
terize the oceanic heat flux under the ice cover for use in
numerical models. The reduced Arctic sea ice enables an
enhanced oceanic heat flux, due to increased absorption
of solar radiation in the upper ocean [Perovich, 2011]
and accelerated ice drift [Rampal et al., 2009].

1SOA Key Laboratory for Polar Science, Polar Research Institute of
China, Pudong, Shanghai, China.

2Australian Antarctic Division, Kingston, Hobart, Tasmania, Australia.
3Antarctic Climate and Ecosystems Cooperative Research Centre, Uni-

versity of Tasmania, Hobart, Tasmania, Australia.
4Finnish Meteorological Institute, Helsinki, Finland.

Corresponding author: R. Lei, SOA Key Laboratory for Polar Science,
Polar Research Institute of China, 451 Jinqiao Rd., Pudong, Shanghai
200136, China. (leiruibo@pric.gov.cn)

©2013. American Geophysical Union. All Rights Reserved.
2169-9275/14/10.1002/2012JC008731

537

JOURNAL OF GEOPHYSICAL RESEARCH: OCEANS, VOL. 119, 537–547, doi:10.1002/2012JC008731, 2014

info:doi/10.1002/2012JC008731
http://dx.doi.org/10.1002/2012JC008731


[4] To derive the oceanic heat flux, one may apply oce-
anic turbulence measurements [McPhee et al., 2008; Tim-
mermans et al., 2011] or derive it as the residual of the
basal ice energy budget, using vertical ice temperature pro-
files together with the basal ice mass balance [McPhee and
Untersteiner, 1982]. Since ice temperature profiles and ice
mass balance can be acquired by automated buoy or ice-
based measurements, the residual-energy method is com-
monly applied.

[5] Aiming to quantify the thermal regimes of multiyear
sea ice in the central Arctic Ocean, we deployed an ice
mass balance buoy (IMB) at 84.6�N, 144.1�W over Alpha
Ridge in August 2008. Its drift trajectory throughout its
10.5 months lifetime was confined to a narrow zonal swath
between 84.0� to 86.5�N (Figure 1), moving across a region
where there have been few prior measurements of the ice
mass balance. The data are used to study processes contrib-
uting to ice mass balance, and to characterize the seasonal-
ity of the conductive heat flux within the sea ice and the
under-ice oceanic heat flux.

2. Methods and Data

[6] In summer 2008, an IMB was deployed during the
third Chinese National Arctic Research Expedition (CHI-
NARE-2008). Technical details for this type of buoy can
be found in Richter-Menge et al. [2006]. On 19 August
2008, CHINARE-2008 set up an ice camp on a multiyear
floe of about 2.5 km2 at 83.9�N and 144.1�W [Lei et al.,
2012]. The IMB was deployed on that floe on 22 August
2008. This IMB was composed of three parts: a surface
control unit, an acoustic sounder, and a thermistor string.
They were set up as an equilateral triangle with 2.5 m side
length. Measurement of an electromagnetic induction
device showed that the standard deviation of ice thickness
along the two orthogonal 50 m profiles centered at the IMB
was 0.05 m, implicating level ice. The acoustic sounder
was deployed through a 0.10 m diameter borehole, and
extended from the borehole about 0.15 m under the ice.

The thermistor string of 4.5 m was deployed through a
0.05 m diameter borehole. The spacing of thermistor in the
string was 0.10 m. Both accuracy and resolution of the
acoustic sensors were 0.01 m, while those of the thermistor
string were 0.1 and 0.01 K, respectively. Upon deployment,
the snow depth/ice thickness at the sounder and thermistor
string sites were 0.05/1.95 and 0.05/1.92 m, respectively.
Auxiliary physical properties of the ice were derived from
ice cores collected from a nearby site (Figure 2) 2 days
after the IMB was installed. The brine and gas volume frac-
tions were calculated as functions of the ice temperature,
salinity, and density, according to Lepp€aranta and Manni-
nen [1988]. Most parts of the ice core were above or close
to the freezing point. The total porosity (brine plus gas vol-
ume fractions) was high, resulting in a low ice density and
salinity, especially for the upper 0.8 m of ice.

[7] After deployment, the sea ice with the IMB moved
eastward, over the Alpha Ridge into the Makarov Basin,
then across the Lomonosov Ridge into the Amundsen Basin
(Figure 1). It ceased to transmit data once north of Green-
land on 7 July 2009. The thermistor string data showed that
the freezing front had reached the ice base by 8 October
2008. We therefore used thermistor data only after that
date. All sensors except the upper acoustic sounder worked
well throughout the IMB operation. Data from the upper
sounder are available from 22 August to 10 October 2008.

[8] The NCEP/NCAR atmospheric reanalysis data of 10
m-height wind speed [Kistler et al., 2001] were used to
ascertain local atmospheric forcing. Sea ice concentrations
were derived from Advanced Microwave Scanning
Radiometer-EOS brightness temperatures [Spreen et al.,
2008]. Averaged ice concentrations over an area 50 km 3
50 km were used to characterize the ice conditions around
the IMB. Bathymetric data were from the International
Bathymetric Chart of the Arctic Ocean [Jakobsson et al.,
2008]. Data from an IMB deployed by the Healy-Oden
Trans-Arctic Expedition (HOTRAX) in September 2005
[Perovich et al., 2009] were used to compare its ice mass
balance and derived heat fluxes with those from the
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Figure 1. Trajectories of the CHINARE (red), HOTRAX (brown), and ITP29 (black) buoys, with loca-
tion markers (open circles) every 30 days.
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CHINARE IMB. Upper-ocean physical data collected by
the Ice-Tethered Profiler 29 (ITP29) from 12 June 2009 to
7 September 2010 [Toole et al., 2011] were used to assess
the oceanic heat flux derived from our IMB. Both the tra-
jectories of the HOTRAX IMB and ITP29 were aligned
with, albeit north of the trajectory of the CHINARE IMB.

3. Results

3.1. Environmental Conditions Along IMB Trajectory

[9] At the IMB, the surface air temperature fell below
the freezing point in mid-September 2008. From 10 Sep-
tember 2008 to 8 June 2009, the daily average air tempera-
ture remained below the freezing point (Figure 3b). The
synoptic-scale variations of air temperature during winter
exceeded those during summer. For example, during late
autumn and winter, air temperature variations in excess of
15 K often occurred within 2 or 3 days. This pattern of
short-term variability characterized the surface air tempera-
ture, through its absolute minimum in early March 2009.
From late March onward, air temperature increased more
or less steadily. Finally, it fluctuated around 0�C after mid-
June 2009.

[10] Storm activities, accompanied by increased wind
speed and warm air advection, occurred about every 6.7
(63.1) days during much of the IMB’s operation (Figure
3c). During storm events wind speed typically exceeded 10
m/s, causing the ice drift to accelerate. Ice drift was rela-
tively fast during autumn, early winter, and summer (aver-
aging 0.10 m/s), and relatively slow in late winter and
spring (averaging 0.07 m/s). Ice concentration remained
above 90% throughout the entire investigation (Figure 3d).
The mean seawater temperature at depths 3.5–4.0 m
decreased from 21.55�C in late August 2008, to 21.63�C
by the end of April 2009 (Figure 3e). It gradually increased
again after the end of June 2009.

3.2. Sea Ice Mass Balance

[11] Snow accumulation at the IMB site was 0.08 m
from 22 August to 10 October 2008, due to either new or
blowing snow. Melt at the ice base continued until 10 Octo-
ber 2008, yielding a cumulative loss of 0.49 m resulting in
an ice thickness of 1.46 m with a mean melt rate of 0.01 m/
d over 49 days. The latter corresponded to latent heat flux
of 29 W/m2. Our data demonstrated that the ice base deter-
mined by the under-ice sounder and by the thermistor string
matched well each other by mid-October 2008. This was
evidenced by (1) the freezing front extending to the ice
base, (2) the temperature at ice base remaining at the freez-
ing point, and (3) the ice temperature gradient having been
established across the basal ice layer (Figure 3f). Although
this temperature gradient was very low, it distinctly differ-
entiated this layer from the oceanic mixed layer underneath
the ice. The ice growth rate was initially sluggish during
October 2008. Post mid-November 2008, the ice growth
rates repeatedly exceeded 0.01 m/d (Figure 3g). Thus, the
transition from basal decay-freeze balance to distinct
growth took about 1 month while heat was released by
refreezing of brine pockets and increasing solid fraction
within the ice. From 10 October to 12 November 2008, the
heat released from ice cover was estimated to be 6.5 MJ/m2

by using the observed ice temperature by the IMB and the
ice salinity and density derived from the ice core measure-
ments. Perovich et al. [1997] found a similarly extensive
transition for a floe in the Beaufort Sea during both, the
deployment year of their IMB and the subsequent year.
Thus, we inferred that this process was not related to the
disturbance of the borehole by buoy deployment. Our data
showed that the ice grew from 1.46 m on 10 October 2008
to an annual maximum of 3.12 m on 11 June 2009, yielding
a mean ice growth rate of 0.007m/d. Surface ice melt
started earlier than basal ice melt, and was detected after 13
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Figure 2. (a) Temperature, salinity, and density and (b) fractions of brine and gas volumes of ice cores
collected on 24 August 2008.
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June 2009, when the temperatures exceeded 0�C near the
upper surface.

[12] Lowest sea ice temperatures were generally encoun-
tered in the upper layers in response to atmospheric forcing.
Extended atmospheric warming events lasted for about
8–15 days in the first half of November 2008 and late Janu-
ary 2009 (Figure 3b). They resulted in marked increases of
the ice temperature over the entire ice depth (Figure 3f) and
a pronounced decrease of the ice growth rate (Figure 3g).
In the deeper layers, the high-frequency variations of ice
temperature were damped, and with substantial lag to those
at the surface. During the initial ice growth season, as the
freezing front approached the ice base, the brine channels
refroze from the top of the ice downward, which delayed
the ice cooling and resulted in a low ice temperature gradi-
ent, especially for the low layer. The linear fit gradient
within the basal 0.40 m ice layer increased gradually from

mid-November 2008 onward, due to further refreezing of
brine pockets (Figures 3h and 3i). The refreezing process
of brine pockets within multiyear ice during the initial ice
growth season clearly differentiates it from first-year ice
[Lei et al., 2010]. For comparison, we also calculated the
temperature gradient of the basal 0.40 m ice layer at the
HOTRAX site (Figure 3i). This temperature gradient
showed a similar seasonality as that at the CHINARE site.
Both had relatively small values in November. They dis-
tinctly increased in December, and peaked at about 7.1–7.4
K/m in early January. Both series reverted to relatively
small values by the end of June due to the seasonal warm-
ing of the ice temperature and the decrease in ice growth
rate. Both processes might result in a lower solid fraction in
the basal ice layer [Wettlaufer et al., 1997; Hunke et al.,
2011]. From May 2009 onward, the complete ice column
warmed at the CHINARE site, with a distinct lag in lower
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layers because of thermal mass of the ice and the brine
within the ice. With summer impending, the ice crystals
surrounding brine pockets melted and enlarged the latter.
The heat, afforded to melt the ice, in part counteracted the
gain of thermal heat from atmosphere, hence delaying ice
warming.

3.3. Conductive Heat Flux Through Ice Cover

[13] We investigated bulk conductive heat flux for layers
of 0.3 m thickness, from the 0.10 m depth to the base. The
measurement by the sensor at the ice surface was not used
here because the ice surface was recovered by the snow
after the buoy deployment. From then on, this sensor was
kept in the snow cover where the thermal conductivity was
relatively high.

[14] The conductive heat flux was estimated as

Fc 5 ksi
@Tsi

@Zsi
; (1)

where Fc is the conductive heat flux, ksi is the sea ice ther-
mal conductivity, and (@Tsi/@zsi) is the vertical ice tempera-
ture gradient. ksi is a function of sea ice temperature and
salinity [Untersteiner, 1961]. To calculate ksi, we used ice
temperatures measured by the IMB, and assigned ice salin-
ities 0.2, 1.5, and 8 PSU for the top 0.5 m, 0.5–1.5 m sec-
tion, and section below 1.5 m, respectively. These values
reflected salinities measured on the site at buoy deployment
(Figure 2a) and the typical salinity for newly formed ice

under multiyear sea ice [e.g., Cox and Weeks, 1974;
Nakawo and Sinha, 1981].

[15] The conductive heat flux in the upper ice layer
showed short-term fluctuation, in response to the diurnal
changes in air temperature and the synoptic-scale atmos-
pheric forcing (Figure 4a). The magnitudes of variations in
and the absolute values of Fc diminished from top to bot-
tom. Peaks of Fc in the deeper layer also lagged those in
the upper layer. The IMB data revealed two distinct local
minima of Fc in the first half of November 2008 and from
late January to late February 2009. Both have been related
to the passage of relatively warm and sustained synoptic
systems (Figure 3b). The influence of synoptic systems on
the lower ice layers was weak but longer lasting than those
in the upper ice.

[16] The vertically average Fc increased markedly as
atmospheric cooling from autumn to winter (Figure 4b).
This flux reached its annual maximum by mid-December
2008, remaining high until late March 2009, when it started
to decrease gradually due to the warming of near-surface
atmosphere as well as the increased ice thickness. Later in
spring and summer, the temporal lag of warming of the ice
in the middle and low layers contributed to vertical inver-
sions of ice temperature. For example, the vertical ice tem-
perature profile on 11 June 2009 showed an obvious
inversion at about 1.00 m depth (Figure 4c). Consequently,
the associated transports of thermal energy into the interior
of the sea ice, downward at the top and upward at the base,
induced further internal ice warming and/or melt. By late
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June 2009, the vertically integrated Fc changed to be nega-
tive, implying a downward flux from then on.

3.4. Heat Balance at Ice Base

[17] At the ice base the thermal fluxes combine into the
heat balance:

Fc 1 Fl 1 Fs 2 Fw 5 0; (2)

where Fw represents the oceanic heat flux, Fl is the equiva-
lent latent heat flux due to ice freezing or melt, and Fs is
the specific heat flux caused by changes in ice temperature.
The sign convention is such that upward, melting, and
warming heat fluxes are positive, and vice versa. The latent
and specific heat fluxes were calculated following Semtner
[1976]:

Fl 5 2 qsiLf
@zsi

@t
(3)

and Fs 5 qsicsi
@Tsi

@t
; (4)

where Lf is sea ice latent heat of fusion, (@zsi/@t) is the ice
growth rate, qsi is the sea ice density, csi is the sea ice spe-
cific heat, and (@Tsi/@t) is the temporal gradient in the ice
temperature. The latent and specific heat of sea ice are func-
tions of its temperature and salinity [Untersteiner, 1961; Yen
et al., 1991]. Equation (2) can then be solved for the oceanic
heat flux. Due to the nonlinearity of vertical ice temperature
profile, the selection of the reference level is crucial for the
Fc calculation. Thus, this reference level is always chosen to
avoid the basal ice layer, where the temperature gradient is
low. McPhee and Untersteiner [1982] defined this level at
0.50 m from ice surface for ice with a thickness of 0.50–0.90
m. Perovich et al. [1989] defined this level at 2.00 m from
ice surface for ice with a thickness of 2.75–2.98 m, while
Perovich et al. [1997] defined this level at 1.75 m from ice
surface for ice with a thickness of 2.13–2.58 m. Lei et al.
[2010] defined this level at 0.08 m from the ice base for ice
thinner than 0.50 m, and 0.12 m from the ice base for ice
with a thickness of 0.50–1.73 m. In our case, a reference
layer was defined at 0.40–0.70 m above the ice base, i.e., the
layer demarcated by the yellow and blue dashed lines in Fig-
ure 3f. Fc is assigned as the heat flux through this layer. Fs

refers to the temporal variation of ice temperature below this
layer, and Fl refers to basal ice growth or decay. To calculate
Fl, we assumed an ice density of 910 kg/m3 and an ice salin-
ity of 12 PSU. The ice growth rate was calculated as the
temporal changes in ice draft as derived by the under-ice
sounder. Because the sites of the under-ice sounder and the
thermistor string were adjacent to each other (�2.5 m) and
had near identical ice thicknesses at the deployment, the dif-
ference in ice growth rate, and consequently the Fl between
two sites was ignored here. To calculate Fc and Fs, we used
the mean temperature of the reference layer and that of the
layer below. The ice density was set to 910 kg/m3 and
the ice salinity to 8 PSU, since both Fc and Fs related to the
layers formed most recently. We chose a higher salinity for
Fl than for Fc and Fs, because Fl related to the freshly
formed ice layer at the bottom.

[18] Heat fluxes using a 20 day running mean are shown
in Figure 5, to highlight seasonal variability. From the

onset of basal ice growth in autumn 2008, the absolute
value of Fl increased toward its annual maximum in mid-
March 2009, after which it decreased. By the end of June
2009, Fl crossed the zero line and stayed positive for the
remaining time. Compared with other fluxes, Fs was small
throughout the investigation. Prior to May 2009, Fs was
negative, indicating cooling at the ice base, except from
late January to early February 2009, when ice temperature
in the entire column rose sharply because of an atmospheric
warm event. From May 2009 onward, the ice column
warmed and Fs remained positive. From the start of the ice
growth, cooling of the upper ice layers increased Fc. By
mid-December 2008, the ice had thickened sufficiently to
insulate itself from extensive heat loss, thereby reducing
the conductive heat flux. From mid-April 2009 onward, Fc

declined with persistent warming in the upper layers. Fw

remained relatively high (10–15 W/m2) during the initial
ice growth until the end of December 2008. This was con-
sistent with warm upper-ocean temperature (Figure 3e).
Thus, this relatively large oceanic heat flux was attributed
to the heat deposited in the upper ocean during the preced-
ing summer and early autumn. From the beginning of Janu-
ary, the derived Fw decreased gradually to 0 W/m2 by mid-
February 2009, corresponding to the cooling of upper
ocean. For the next 6 weeks Fw remained low, at 0–3.5 W/
m2. However, in April 2009 when the IMB drifted across
the Lomonosov Ridge, there was a clear increase in Fw, to
about 10 W/m2. This was likely associated with the entrain-
ment of deep water into the upper ocean due to bathymetric
steering (shallowest depth 2305 m). The water mixed
upward would have had relatively high salinity, with scope
to move the upper-ocean temperature above the freezing
point. Oceanographic measurements have provided evi-
dence of such salinity front over the shallow region of the
Lomonosov Ridge [Morison et al., 1998], where the deep
water had a salinity of about 34.8 PSU. Assuming this
water retained its salinity during upwelling, the departure
of upper-ocean temperature above the freezing point could
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be estimated at 0.2 K for the range of seawater temperature
observed here. This increase in Fw slowed ice growth rate
by about 0.006 m/d. Similar results pertaining to the influ-
ence of shallow bathymetry on oceanic heat flux has been
obtained at the Yermak Plateau, north of Svalbard [McPhee
et al., 2003], and Chukchi Cap [Shaw et al., 2009; Pero-
vich and Elder, 2002]. By early May 2009, our derived Fw

reverted to relatively small values (�5 W/m2) and
remained low through to the end of the IMB operation,
when at which stage the IMB had drifted into the Amund-
sen Basin.

[19] To assess the effect of the oceanic heat flux we
extremely set it to 0 W/m2 and approximately scale the con-
ductive heat flux inversely proportional to ice thickness as:

F˚
ci 5 Fci

Thi21

Th˚
i21

; (5)

where Fci and F˚
ci are the original and adjusted conductive

heat flux at the time of i, and Thi21 and Th˚
i21 are the origi-

nal and adjusted ice thickness at the time of i 2 1 (time step
for the calculation is 0.25 d). Without the oceanic forcing,
the simulated ice thickness increased to 3.79 m by mid-
June 2009 (Figure 5b). The simulated net increase of ice
thickness is 1.4 times that observed, emphasizing the cru-
cial role of oceanic heat flux to the basal ice mass balance.

3.5. Potential Errors in Heat-Flux Estimation

[20] Here, we present the error ranges for derived heat
fluxes. For the derived Fc, potential error arises from any
uncertainty in ice salinity and temperature. By setting con-
stant ice salinities, we neglected their temporal evolution.
We thus estimated the full range of variability by setting
ice salinities of the top 0.5 m layer and middle layer at
0.5–1.5 m to 0 PSU. Consequently, Fc of the two upper
layers increased by 0.04 W/m2 (0.1%) and 0.28 W/m2

(1.5%), respectively. In the newly formed ice below 1.5 m
depth, ice salinity was expected to remain high during the
growth season [Cox and Weeks, 1974; Nakawo and Sinha,
1981]. An assumed ice salinity from 4 to 12 PSU, which
embraces the most probable values for Arctic basal ice
layer during the growth season [Nakawo and Sinha, 1981],
yields a potential error 61.2 W/m2 (610%) for Fc. Prior to
the deployment, sensors in the thermistor string were coher-
ent each other at 60.08 K. This corresponds to error 60.4
W/m2 in conductive heat flux for reference layer of 0.30 m.

[21] Estimation errors of the Fc, Fs, and Fl may propa-
gate to the Fw. Potential Fs error arises from any uncer-
tainty in ice salinity, temperature, and density. A change in
ice salinity from 4 to 12 PSU increases Fs by 0.009 W/m2

(0.3%). For newly formed basal ice, ice density remains
high in the growth season. Changing that density from 900
to 920 kg/m3 increases Fs by 0.06 W/m2 (2%). Thus, the
potential Fs error from uncertainty in the ice density is
60.03 W/m2 (61%). Accuracy of the thermistor string is
0.1 K, which results in an uncertainty 60.12 W/m2 (64%)
in specific heat flux for a 20 day average. Potential Fl error
comes from any uncertainty in ice temperature, salinity,
density, and growth rate. The observed range of salinity for
surface seawater in the central Arctic is about 30–34 PSU
[Polyakov et al., 2003]. Consequently, the freezing point
varies from 21.62�C to 21.84�C, corresponding to an Fl

increase of 1.1 W/m2 (8.1%). The freshly formed ice layer
at the bottom has significant brine entrapment [Wettlaufer
et al., 1997; Hunke et al., 2011]. Changing ice salinity
from 9 to 15 PSU decreases Fl by 4.6 W/m2 (28.8%). Thus,
the potential Fl error is 62.3 W/m2 (614.4%), owing to
setting a constant ice salinity. An increase in ice density
from 900 to 920 kg/m3 raises Fl by 0.3 W/m2 (2.2%). Thus,
the potential Fl error is 60.15 W/m2 (61.1%), caused by
setting a constant ice density. The accuracy of 60.01 m in
the ice thickness measurement equates to 62.4 MJ/m2 in
equivalent latent heat. Over a 20 day interval, this amounts
to a latent heat flux of 1.4 W/m2 (8.8%).

[22] We divided potential errors into four ranges: (a) negli-
gible, less than 0.1 W/m2, (b) minor, 0.1–0.5 W/m2, (c)
medium, 0.5–1.5 W/m2, and (d) crucial, greater than 1.5
W/m2 (Table 1). Both the coherence and precision of temper-
ature sensors in the thermistor string are expected to influence
Fc, Fs and Fw only slightly. Thus, the design of the thermistor
string is appropriate. Uncertainty of the surface seawater
salinity moderately affects Fl and Fw. Seawater salinity
changes regionally and over time. Thus, we recommend
installation of a conductivity sensor in the IMB [e.g., Lewis
et al., 2011]. Sea ice salinity forms part of all flux estimates,
and especially drives error in Fl. A nondestructive measure-
ment technique for ice salinity has been developed by Notz
et al. [2005]. This equipment also can be used to explore the
solid fraction within the ice, thus integration of which may
improve an IMB. In the Fw calculation, the error in Fl from
uncertainty in ice salinity may be partly counteracted by that
in Fc, because they mostly have opposing signs. Thus, the
uncertainty in ice salinity is crucial for Fl, but may not be so
for Fw. Ice density may slightly influence the estimates of Fl

and Fw. However, since ice density in the reference layer has
no known variation in the growth season, we deem the static
density used here to be acceptable. The precision of ice
growth rate is expected to impact Fl and Fw moderately. Lei
et al. [2009] developed an apparatus for monitoring ice thick-
ness based on the magnetostrictive-delay-line principle, which
has a precision of 60.002 m. One might consider integrating
such a device to improve the IMB.

4. Discussion

4.1. Influences on Oceanic Heat Flux and Ice Growth

[23] Most variations of Fw can be parameterized as a
function of the departure of upper-ocean temperature from

Table 1. Potential Error in Estimation of Heat Fluxesa

Error Source

Heat Flux

Fc1 Fc2 Fc3 Fs Fl Fw

Temperature-sensor coherence S S S – – S
Ice temperature – – – S – S
Salinity of surface seawater – – – – M M
Ice salinity N S M N C M
Ice density – – – N S S
Ice growth rate – – – – M M

aHere Fc1, Fc2, and Fc3 denote conductive heat fluxes through the ice at
the depths of 0.1–0.5 m, 0.5–1.5 m, and below 1.5 m. N, S, M, and C
denote negligible, minor, moderate, and crucial errors. Dashes (–) indicate
inapplicable.
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the freezing point, and the friction speed between ice base
and upper ocean [McPhee et al., 2008]. In a simplistic
sense, ice speed can be considered as a surrogate for turbu-
lent mixing, because surface ocean current is mostly slow
relative to the ice drift. However, in this study, significant
coherence between peaks of oceanic heat flux and those of
ice drift speed were not detected. This implies that change
in ice speed did not exert a crucial influence on the oceanic
heat flux, which in our case was regulated by the variation
of heat storage in the upper ocean.

[24] Due to the lack of salinity data from the surface
ocean, we cannot derive the upper-ocean freezing point.
Instead, we explored the relationships between the upper-
ocean temperature and the oceanic heat flux. Although the
accuracy of the thermistor string (0.1 K) was not sufficient
to completely observe changes in seawater temperature, we
found that about 63% (square of correlation coefficient,
p< 0.01) of oceanic heat flux could be explained by the
observed upper-ocean temperature. The cooling trend in
upper-ocean temperature from autumn to early spring and
the warming trend in summer were coincident with season-
ality of the oceanic heat flux, apart for the IMB’s drift
across the Lomonosov Ridge.

[25] By setting demarcations at longitudes 95�W, 70�W,
and 50�W along the IMB trajectory between the Alpha
Ridge, Makarov Basin, Lomonosov Ridge, and Amundsen
Basin, we derived regional averages for oceanic heat fluxes
12.8, 4.8, 5.9, and 4.8 W/m2, respectively. It appears that
the oceanic heat fluxes over the ridges were greater than

those over deeper water. The relatively large flux over the
Alpha Ridge and small flux over the Makarov Basin may
also be explained by seasonal evolution in upper-ocean
temperature (Figure 6). However, the local maximum flux
over the Lomonosov Ridge did not correspond to this sea-
sonality. Therefore, this local peak was attributed mainly to
upwelling of salty deep water that caused a salinity front
and increase in departure of upper-ocean temperature from
freezing. As shown in Figure 6, the departure of upper-
ocean temperature from freezing at depth 12 m (derived
from ITP29) had seasonal variations similar to those of the
oceanic heat flux and upper-ocean temperature from the
CHINARE IMB. However, when the ITP29 drifted across
the Lomonosov Ridge, the derivation of seawater tempera-
ture from freezing did not show any rise, which implied
that the oceanic heat flux under the ITP29 floe did not
increase. At this stage, the ITP29 drifted about 200 km
north relative to our buoy, where the shallowest depth was
21115 m. Thus, we infer that the seabed along the ITP29
track could not induce sufficient upwelling of salty deep
water.

[26] Regional ice concentration can affect the oceanic
heat flux by modulating the absorption of solar radiation in
the upper ocean during summer [Perovich, 2011]. Although
our data were collected when ice concentration was consis-
tently high, the effect of summer heat deposited in the
upper ocean was evident in time series of upper-ocean tem-
perature and oceanic heat flux, with relatively high values
in autumn and early winter (Figures 3e and 5).

[27] Daily mean heat fluxes at the ice base were low-
pass and high-pass filtered through Fast Fourier Transform
(FFT), using a threshold of 20 days. Seventy-one percent of
high-frequency variations in Fl were explained by Fw

(p< 0.01) (Figure 7a). As mentioned above, the precision
of ice growth rate is expected to impact Fl and Fw moder-
ately. Thus, the relatively high correlation between the
high-frequency variations of Fl and those of Fw could be
partly attributed to that the short-term changes in ice
growth were mainly associated with oceanic forcing, and

Figure 6. (a) Spatial variations in Fw at the CHINARE
and HOTRAX sites; (b) seawater temperature (Tw) at depths
3.5–4.0 m at the CHINARE site and the departure of the sea-
water temperature (Tw) from the freezing point (Tf) at depth
12 m at the ITP29 site. Triangles, circles, and asterisks mark
2 month locations along the trajectories of the CHINARE,
HOTRAX, and ITP29 buoys, respectively.
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partly attributed to that the measurement error of the under-
ice sounder might propagate to both variables. In contrast,
the low-frequency variations in Fl were mainly controlled
by Fc and Fw, which were combined into a joint heat flux,
hereafter referred to as Fc&w (Figure 7b). Ninety-eight per-
cent of low-frequency variations in Fl were explained by
those in Fc&w (p< 0.001). Thus, the seasonality of ice
growth was jointly dominated by atmospheric and oceanic
forcing.

[28] Snow accumulation over the ice can exert a crucial
role on the heat flux within the ice and consequently the ice
mass balance by twofold effects : (1) enhancing thermal
insulation due to its relatively high thermal conductivity
[Sturm et al., 2002] and relatively large albedo [Perovich
et al., 2002], and (2) modulating heat balance due to the
formations of slush and/or snow/superimposed ice [Gran-
skog et al., 2006; Cheng et al., 2008]. However, uncertain-
ties in the depth and other geophysical properties of snow
hamper us to quantitatively characterizer the effect of snow
cover on thermodynamic processes of ice.

4.2. Comparison with Other Studies

[29] Heat fluxes at ice base of the HOTRAX site were
also estimated based on the energy balance from 10
November 2005 to 29 August 2006 when the buoy drifted
across the Makarov Basin and Lomonosov Ridge. The forc-
ing from surface atmosphere and the upper ocean was com-
parable for the HOTRAX and CHINARE sites from mid-
November to mid-June. They had freezing degree days of
4344 and 4608 K�days, plus average oceanic heat fluxes of
7.2 and 7.1 W/m2, respectively. The relatively thick ice
thickness at the HOTRAX site resulted in later onset of ice
growth (by 1.5 months) and less conductive heat flux rela-
tive to those at the CHINARE site. The difference of ice
thicknesses was gradually counteracted by the difference of
ice growth rates. This caused cessation of ice growth at the

HOTRAX site at the same time of year (mid-June) as the
CHINARE site (Figure 8b). The net increase in ice thick-
ness at the HOTRAX site (0.61 m) was only 35% of that at
the CHINARE site (1.76 m).

[30] The HOTRAX oceanic heat flux was also relatively
large in autumn and early winter (Figure 8c). It decreased as
winter approached, and increased again after mid-July 2006.
The bathymetric effect of Lomonosov Ridge on the
HOTRAX oceanic heat flux was not as strong as that on the
CHINARE flux. This was attributed to a difference in the
bathymetric regimes of the two trajectories. Over the Lomo-
nosov Ridge, the shallowest ocean along the HOTRAX track
was 1170 m deep, comparable to that along the ITP29 track.
Mean oceanic heat fluxes under the HOTRAX site across
the Makarov Basin and Lomonosov Ridge were 7.5 and 4.8
W/m2, respectively. To assess the effect of the oceanic heat
flux, we also set the HOTRAX oceanic heat flux to 0 W/m2

and scale the conductive heat flux inversely proportional to
ice thickness. The simulated HOTRAX ice thickness
increased from 2.41 m in late November 2005 to 3.70 m by
mid-June 2006 (Figure 8d), about twice that observed.

[31] At the SHEBA camp, Perovich and Elder [2002]
estimated an annual average oceanic heat flux of 7.5 W/m2,
with monthly averages from 1 to 16 W/m2. For a floe drift-
ing northeast of Fram Strait between October and mid-
November, the estimated oceanic heat flux was 0235
W/m2, with mean 15.3 W/m2 [Wettlaufer, 1991]. For a floe
drifting in the Beaufort Sea from May to November, the
estimated oceanic heat flux was 5–9 W/m2 [Perovich et al.,
1997]. Thus, the oceanic heat flux derived here falls within
the range of previous studies.

5. Conclusions

[32] Data obtained from an IMB operating in the central
Arctic from August 2008 to July 2009 were used to explore
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the thermal regimes of an ice floe along its Lagrangian tra-
jectory. The ice melted from 1.95 m in late August 2008 to
1.46 m by mid-October 2008. The ice growth season went
from then on, and terminated by mid-June 2009. During
this time, ice thickness increased to 3.12 m. From compari-
sons with the HOTRAX IMB, operating in 2005/2006
slightly to the north, the conductive heat flux through the
ice column and the ice growth rate were strongly dependent
on ice thickness.

[33] Both ice temperature and conductive heat flux in the
top layer had persistent high-frequency variations, which
were attenuated and time-lagged in deeper layers. It seems
that diurnal or synoptic-scale atmospheric processes do not
generally produce marked changes in ice mass balance at
ice base. The ice cover serves as a thermal ‘‘flywheel’’ due
to its thermal inertia, maintaining a relatively steady ice
growth despite large swings in atmospheric forcing. At the
beginning of ice growth season, oceanic heat flux was rela-
tively large at 10–15 W/m2, which could be attributed to
the heat storage in the upper ocean during summer and
early autumn. Oceanic heat flux decreased gradually from
December 2008, approaching 0 W/m2 by mid-February
2009. Afterward, the heat flux remained weak through to
the end of IMB operation, with the exception of April 2009
when it increased as the buoy crossed the Lomonosov
Ridge. This increase was due to upward turbulent mixing
of salty deep water. However, from the data of ITP29 and
the HOTRAX IMB, the effect of bathymetry on the oceanic
heat flux was not evident in the region 1–2� north from the
CHINARE track across the Lomonosov Ridge. There, the
submarine ridge does not rise as high as beneath the CHI-
NARE buoy track. Without any oceanic heat flux, the
annual net basal ice growth may have increased by 40%
and 100% at the CHINARE and HOTRAX sites, respec-
tively. Thus, the influence of the oceanic heat flux on ice
mass balance is more crucial for thick ice than thin ice,
because of the relatively small conductive heat flux through
thick ice. Due to thinning of Arctic sea ice, the role of con-
ductive heat flux on ice mass balance may be enhanced.

[34] Uncertainties in the salinities of surface seawater
and sea ice, as well as in basal ice growth rate, were the
dominant error sources in the estimation of basal latent
heat flux. Uncertainty in sea ice salinity also dominated the
error in deriving the basal conductive heat flux. Reducing
these uncertainties is the primary consideration to optimize
the estimation of the oceanic heat flux via the energy bal-
ance method.
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